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(57) 	 ABSTRACT 

A motion determination system is disclosed. The system may 
receive a first and a second camera image from a camera, the 
first camera image received earlier than the second camera 
image. The system may identify corresponding features in the 
first and second camera images. The system may receive 
range data comprising at least one of a first and a second range 
data from a range detection unit, corresponding to the first and 
second camera images, respectively. The system may deter-
mine first positions and the second positions of the corre-
sponding features using the first camera image and the second 
camera image. The first positions or the second positions may 
be determined by also using the range data. The system may 
determine a change in position of the machine based on 
differences between the first and second positions, and a 
VO-based velocity of the machine based on the determined 
change in position. 
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MOTION ESTIMATION UTILIZING RANGE 
DETECTION-ENHANCED VISUAL 

ODOMETRY 

This invention was made with government support under 
Cooperative Agreement NNJIOHB32A awarded by NASA/ 
Johnson Space Center. The government has certain rights in 
the invention. 

TECHNICAL FIELD 

The present disclosure relates generally to methods and 
systems for estimating motion and more particularly, to meth-
ods and systems of estimating motion by utilizing LIDAR-
enhanced visual odometry. 

BACKGROUND 

Machines such as, for example, dozers, motor graders, 
wheel loaders, wheel tractor scrapers, and other types of 
heavy equipment are used to perform a variety of tasks at a 
worksite. Autonomously and semi-autonomously controlled 
machines are capable of operating with little or no human 
input by relying on information received from various 
machine systems. For example, based on machine movement 
input, terrain input, and/or machine operational input, a 
machine can be controlled to remotely and/or automatically 
complete a programmed task. By receiving appropriate feed-
back from each of the different machine systems during per-
formance of the task, continuous adjustments to machine 
operation can be made that help to ensure precision and safety 
in completion of the task. In order to do so, however, the 
information provided by the different machine systems 
should be accurate and reliable. The velocity and change in 
position of the machine are a few of such parameters, for 
which accuracy may be important for control of the machine 
and its operation. 

Some exemplary systems determine velocity and change in 
position based on vision systems, utilizing methods known as 
visual odometry. For example, an exemplary system that may 
be used to determine changes in position is disclosed in U.S. 
Pat. No. 8,238,612 to Krishnaswamy et al. that issued onAug. 
7, 2012 (the '612 patent). The system in the '612 patent 
utilizes two optical cameras (stereo image) to obtain images 
at two different times. Based on changes between the images 
from the two cameras at different times, the system deter-
mines the translational and rotational movement of a mobile 
machine on which the cameras are mounted. In another 
embodiment, the system in the '612 patent utilizes a Light 
Detection and Ranging (LIDAR) device to obtain a 3D image 
of a scene at two different times. Based on changes between 
the LIDAR-based images, the system determines the transla-
tional and rotational movement of a mobile machine on which 
the LIDAR device is mounted. 

Although the system of the '612 patent may be useful for 
determining various motions of a mobile machine, in some 
situations, a system which utilizes a single camera is desir-
able. For example, in the interest of saving initial costs and 
maintenance costs, a machine may be outfitted with only a 
single camera. A single camera does not provide the stereo 
image that is required by the system of the '612 patent. 
Furthermore, the LIDAR-based system of the '612 patent is 
not suitable for uniform terrain. 

The disclosed machine motion determination system is 
directed to overcoming one or more of the problems set forth 
above and/or other problems of the prior art. 

2 
SUMMARY 

In one aspect, the present disclosure is directed to a motion 
determination system for determining motion of a machine. 

5 The system may include one or more memories storing 
instructions. The system may also include one or more pro-
cessors that may be configured to execute the instructions to 
perform operations including, receiving a first camera image 
and a second camera image from a camera affixed to the 

io machine. The first camera image may be received earlier in 
time than the second camera image. The processors may 
identify corresponding features in the first camera image and 
the second camera image. The processors may also receive 
range data, wherein the range data comprises at least one of a 

15 first range data and a second range data from a range detection 
unit affixed to the machine. The first range data and the second 
range data may correspond to the first camera image and the 
second camera image, respectively. The processors may fur-
ther determine first positions of the corresponding features 

20 using the first camera image and second positions of the 
corresponding features using the second camera image. The 
first positions or the second positions may be determined by 
also using the range data. The processors may determine a 
change in position of the machine based on differences 

25 between the first positions and the second positions. The 
processor may further determine a VO-based velocity of the 
machine based on the determined change in position of the 
machine. 

In another aspect, the present disclosure is directed to a 
30 computer-implemented method for determining motion of a 

machine. The method may include receiving, by one or more 
computer processors, a first camera image and a second cam- 
era image from a camera affixed to the machine. The first 
camera image may be received earlier in time than the second 

35 camera image. The method may also include identifying, by 
the one or more computer processors, corresponding features 
in the first camera image and the second camera image. The 
method may further include receiving, by the one or more 
computer processors, range data, wherein the range data com- 

40 prises at least one of a first range data and a second range data 
from a range detection unit affixed to the machine. The first 
range data and the second range data may correspond to the 
first camera image and the second camera image, respec- 
tively. The method may include determining first positions of 

45 the corresponding features using the first camera image. The 
method may also include determining second positions of the 
corresponding features using the second camera image. The 
first positions or the second positions may be determined by 
also using the range data. The method may further include 

5o determining, by the one or more computer processors, a 
change in position of the machine based on differences 
between the first positions and the second positions. The 
method may also include determining, by the one or more 
computer processors, a VO-based velocity of the machine 

55 based on the determined change in position of the machine. 
In yet another aspect, the present disclosure is directed to a 

machine, comprising a camera affixed to the machine, a range 
detection unit affixed to the machine, and a controller in 
communication with the camera and the range detection unit. 

6o The controller may be configured to receive a first camera 
image and a second camera image from the camera. The first 
camera image may be received earlier in time than the second 
camera image. The controller may identify corresponding 
features in the first camera image and the second camera 

65 image. The controller may also receive range data, wherein 
the range data comprises at least one of a first range data and 
a second range data from the range detection unit. The first 
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range data and the second range data may correspond to the 
first camera image and the second camera image, respec-
tively. The controller may determine first positions of the 
corresponding features using the first camera image. The 
controller may also determine second positions of the corre-
sponding features using the second camera image. The first 
positions or the second positions may be determined by also 
using the range data. The controller may determine a change 
in position of the machine based on differences in the first 
positions and second positions. Furthermore, the controller 
may determine a VO-based velocity of the machine based on 
the determined change in position of the machine. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a pictorial illustration of an exemplary disclosed 
work machine on a worksite having an exemplary motion 
determination system; 

FIG. 2 is a diagrammatic illustration of the exemplary 
motion determination system of FIG. 1; 

FIG. 3 is a flowchart depicting an exemplary disclosed 
method that may be performed by the motion determination 
system of FIG. 2; 

FIGS. 4A, 413, and 4C are graphical illustration of exem-
plary disclosed methods that may be performed by the motion 
determination system of FIG. 2; 

FIG. 5 is a diagrammatic illustration of an exemplary dis-
closed method that may be performed by the motion deter-
mination system; 

FIG. 6 is a block diagram depicting an exemplary disclosed 
method that may be performed by the motion determination 
system; 

FIG. 7 is a flowchart depicting another exemplary dis-
closed method that may be performed by the motion deter-
mination system; 

FIG. 8 is a flowchart depicting a further exemplary dis-
closed method that may be performed by the motion deter-
mination system; 

FIG. 9 is a chart illustrating an aspect of an exemplary 
disclosed method; and 

FIG. 10 is a flowchart depicting yet another exemplary 
disclosed method that may be performed by the motion deter-
mination system. 

DETAILED DESCRIPTION 

FIG. 1 illustrates an exemplary machine 10. Machine 10 
may be a mobile machine that performs one or more opera-
tions associated with an industry, such as mining, construc-
tion, farming, transportation, or any other industry, at a work-
site 12. For example, machine 10 may be a load-moving 
machine, such as a haul truck, a loader, an excavator, or a 
scraper. Machine 10 may be manually controlled, semi-au-
tonomously controlled, or fully-autonomously controlled. 
Machine 10 may generally include a power source (not 
shown), at least one traction device 14, and a motion deter-
mination system 30 for determining motion of machine 10. 
The power source may be connected to fraction device 14, 
e.g., by a drivetrain, thereby driving traction device 14 to 
propel machine 10 within worksite 12. Traction device 14 
may include wheels located on each side of machine 10. 
Alternatively, traction device 14 may include tracks, belts, or 
other known fraction devices. 

Worksite 12 may be a mine site or any other type of work-
site traversable by machine 10. In some embodiments, work-
site 12 may include various features. Features may be any 
characteristic, quality, and/or object of worksite 12. Exem- 

4 
plary features of worksite 12 may be a road 20, a dirt-covered 
portion 22 of the ground, a gravel-covered portion 24 of the 
ground, rocks 26, sidewalls 28 of worksite 12, and any other 
objects such as work signs, poles, dirt mounds, trees, and/or 

5 other machines, etc. or portions of such. Features may have 
various colors and/or shapes. In some situations, the ground 
of worksite 12 may be relatively flat. In other situations, the 
ground of worksite 12 may include variations in the contour 
of the ground and/or objects that protrude from the surface of 

io the ground, such as rocks 26 or any other objects. 
Motion determination system 30 may include a camera 32, 

a LIDAR unit 34, and an inertial measurement unit (IMU) 38. 
Camera 32 may be affixed to machine 10, for example, by 
being mounted to a body frame of machine 10. Camera 32 

15 may take optical images of worksite 12 at successive time 
points. In some embodiments, camera 32 has a field of view 
33 that determines the content of the images. Field of view 33 
may be based on the view-angle of a lens of camera 32 and the 
orientation of camera 32 as mounted on machine 10. As 

20 machine 10 moves about worksite 12, the portion of worksite 
12 within field of view 33 that is captured as a camera image 
changes. Based on the changes in successive images due to 
the movement of machine 10, motion determination system 
30 may determine the movement of machine 10. 

25 In one example, camera 32 may capture an image of a scene 
within field of view 33. At a successive moment in time, 
camera 32 may capture a new image in field of view 33 after 
machine 10 has moved forward a certain distance in that time, 
for example. Motion determination system 30 may identify 

30 features of worksite 12 captured in the two images that are 
common to both. Based on how much these features shift 
from the first image to the second image, motion determina-
tion system 30 may identify various rates of motion (e.g., 
linear velocities in the x-, y-, and z-axis directions, and angu- 

35 lar velocities in the yaw, roll, and pitch directions). For 
example, motion determination system 30 may identify the 
boundary edge between dirt-covered portion 22 and gravel-
covered portion 24 based on the different colors of the pixels 
in the captured images. Motion determination system 30 may 

40 utilize this boundary edge as a feature, which shifts in posi-
tion in a first image and a second image. Based on the shift and 
the time elapsed during the shift, motion determination sys-
tem 30 may estimate a velocity of machine 10. 

In various embodiments, in order to determine the motion 
45 of machine 10 based on changes between the first and second 

image, motion determination system 30 may make an 
assumption that the ground over which machine 10 is travers-
ing is flat. With this assumption, motion determination sys-
tem 30 may be able assume a relationship between the posi- 

5 o tion of a feature in the camera image and the distance from the 
actual feature to camera 32/machine 10. However, in situa-
tions in which the ground of worksite 12 is not flat, e.g., due 
to variations in contours of the ground or objects protruding 
from the ground, this relationship may not hold true. Because 

55 images from camera 32 contain no depth information, 
changes in the field of view 33 due to various contour changes 
and/or objects may not be accounted for appropriately. 
Motion determination system 30 may therefore be unable to 
accurately identify the change in distance from the actual 

60 feature to camera 32/machine 10 based solely on the images 
captured by camera 32. 

In various embodiments, motion determination system 30 
may include LIDAR unit 34 to obtain the depth information, 
which is referred to as range data. In other embodiments, 

65 motion determination system 30 may include devices other 
than LIDAR unit 34 to provide range information, such as a 
sonar device and/or radar device. LIDAR unit 34 may include 
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a plurality of light sources, such as lasers. Each laser may 
generate a laser beam which is directed at various points of 
worksite 12. LIDAR unit 34 may further include one or more 
detector devices that receive the laser beams after reflection 
off of various points of worksite 12. Based on the time 5  
between generating the laser beam and receiving the reflected 
laser beam (referred to as time-of-flight measurements), 
motion determination system 30 may determine a distance to 
the corresponding point. In such a manner, motion determi-
nation system 30 may generate a point cloud image represen-
tative of a part of worksite 12 that is detected by LIDAR unit 
34. Each data point in this LIDAR image may include a 
distance from the LIDAR unit 34 to a detected point of work-
site 12. This LIDAR image is in contrast with an optical 15  
camera image, in which each data point generally represents 
a color of the detected point. In an exemplary embodiment, 
LIDAR unit 34 may include 64 lasers, which may collectively 
obtain approximately one million points per image. In other 
embodiments, LIDAR unit 34 may include more or less than 20 

64 lasers and/or obtain more or less points per image. In some 
embodiments, LIDAR unit 34 may generate a point cloud 
image that captures a full 360 degrees surrounding of 
machine 10. In other embodiments, LIDAR unit 34 may 
capture 270 degrees of the surroundings of machine 10 (as 25 

shown in FIG. 1, as field of view 35), or any other amount of 
the surroundings. 

LIDAR unit 34 may generate a first range image corre-
sponding to a first image of camera 32 at one moment in time, 
and a second range image corresponding to a second image of 30 

camera 32 at a successive moment in time. Motion determi-
nation system 30 may combine the corresponding images 
from camera 32 and LIDAR unit 34. Based on the combina-
tion of information from these images, motion determination 
system 30 may determine the motion of machine 10. Due to 35 

the availability of the range information obtained by LIDAR 
unit 34, motion determination system 30 may be capable of 
determining motion even when the ground of worksite 12 is 
not flat or includes various protruding objects. As a result, 
motion determination system 30 may successfully depend on 40 

using only one camera 32. In some other embodiments, how-
ever, motion determination system 30 may utilize more than 
one camera 32. Various methods by which motion determi-
nation system 30 determines the motion of machine 10 based 
on the combination of information from camera 32 and 45 

LIDAR unit 34 are discussed in further detail below. 
Motion determination system 30 may also utilize IMU 38. 

IMU 38 may include one or more devices that provide mea-
surements of angular position, rates, and/or acceleration. For 
example, IMU 38 may include a 6-degree of freedom IMU, 50 

which includes a 3-axis accelerometer, a 3-axis angular rate 
gyroscope, and/or a 2-axis inclinometer. The 3-axis acceler-
ometer may provide signals indicative of the acceleration of 
machine 10 in an x-, y-, and z-axis direction. The 3-axis 
angular rate gyroscope may provide signals indicative of the 55 

pitch rate, yaw rate, and roll rate of machine 10. The 2-axis 
inclinometer may provide the pitch angle and the roll angle, 
for example. Measurements from IMU 38 may include a bias 
offset or a bias drift. Bias offset is a constant error offset 
component in the measurement. Bias drift is a dynamic error 60 

offset component in the measurement. In addition, data that is 
generated from integrating measurements from IMU 38 may 
include a random walk error due to noise. That is, each mea-
surement may include some error due to noise, which is then 
compounded by the integration of measurements. Such error 65 

may be unbounded. In various embodiments, the bias offset, 
bias drift, and/or noise model of IMU 38 may be known,  

6 
either by conducting device characterization measurements 
or by referring to the device specifications data. 

FIG. 2 illustrates an exemplary embodiment of motion 
determination system 30. As discussed, motion determina-
tion system 30 may include camera 32, LIDAR unit 34, and 
IMU 38. Motion determination system may further include a 
controller 40. Components of motion determination system 
30 may be connected to each other via any combination of a 
bus, a wired network, and/or a wireless network. Addition-
ally, such networks may be integrated into any local area 
network, wide area network, and/or the Internet. Controller 
40 may include a processor 41, a memory 42, and a secondary 
storage 43, and any other components for running an appli-
cation. Processor 41 may include one or more known pro-
cessing devices, such as a microprocessor. Memory 42 may 
include one or more storage devices configured to store infor-
mation used by controller 40 to perform certain functions 
related to disclosed embodiments. Secondary storage 43 may 
store programs and/or other information, such as information 
related to processing data received from one or more compo-
nents of motion determination system 30, as discussed in 
greater detail below. Controller 40 may be in communication 
with sensors including camera 32, LIDAR 34, and/or IMU 38. 
When processor 41 executes programs stored in secondary 
storage 43 and loaded into memory 42, controller 40 may 
process signals received from camera 32, LIDAR 34, and/or 
IMU 38 and determine the motion of machine 10 based on the 
processed signals. 

In some embodiments, controller 40 may combine various 
inputs from camera 32, LIDAR 34, and/or IMU 38 to deter-
mine the motion of machine 10. By combining the various 
inputs, motion determination system 30 may provide a more 
accurate and/or more robust determination of the motion of 
machine 10 compared to relying on only one of the inputs. In 
some situations, a more accurate and/or robust determination 
of the motion of machine 10 may allow for more accurate 
positioning of machine 10. Furthermore, in some embodi-
ments, because such determinations are more accurate and/or 
robust, machine 10 may be able to determine its position 
within worksite 12 for longer periods of time without relying 
on an absolute position measurement device, such as a Global 
Positioning System (GPS) device. Various exemplary meth-
ods by which controller 40 combines the inputs are described 
in further detail below. 

In some exemplary embodiments, controller 40 may utilize 
a Kalman filter to combine derived measurements with direct 
measurements to determine the motion of machine 10. A 
Kalman filter is a mathematical method that may be used to 
determine accurate values of measurements observed over 
time, such as measurements taken in a time series. There are 
many Kalman filters that may be used to perform this com-
bining, including, for example, simple Kalman filter, Kal-
man-Bucy filter, extended Kalman filter, and/or square-root 
Kalman filter. Generally common to all Kalman filters is a 
propagation phase and a measurement update phase. In the 
propagation phase, derived measurements may be utilized to 
obtain estimates of motion or position. For example, the 
Kalman filter may integrate linear and angular rates to esti-
mate the position (location and/or angular orientation) of 
machine 10. In addition, the Kalman filter may provide esti-
mated uncertainties corresponding to the estimated position. 
With iterations of the estimation step of the Kalman filter, the 
estimated uncertainties may grow and be unbounded. In the 
measurement update phase, direct measurements from cam-
era 32, LIDAR unit 34, and/or IMU 38 are utilized to update 
the estimated position from the propagation phase. With the 
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update phase, the estimated uncertainties of a final determi- 	such corresponding features have not shifted location from 
nation are bounded to the measurement error. 	 the first camera image to the second camera image, motion 

FIGS. 3-9 depict flowcharts and diagrams depicting exem- 
	determination system 30 may determine that machine 10 is, at 

plary methods for determining the motion of machine 10 
	

least momentarily, stationary (Step 330: NO). Motion deter- 
according to various disclosed embodiments. FIGS. 3-9 will 5 mination system 30 may flag that machine 10 is stationary to 
be discussed in the following section to further illustrate the 	other control components associated with machine 10 (Step 
disclosed motion determination system and its operation. 	332). In various embodiments, motion determination system 

30 may then continue back to Step 310. If the corresponding 
INDUSTRIAL APPLICABILITY 

	
features between the first camera image and the second cam- 

io era image have shifted location, motion determination system 
The disclosed motion determination system 30 may be 

	
30 may determine that machine 10 is in motion (Step 330: 

applicable to any machine, such as machine 10, for which 
	

YES) and continue to Step 335. 
motion determination is desired. The disclosed motion deter- 	At Step 335, motion determination system 30 may process 
mination system 30 may provide for this need through the use 	the range data to generate a range image. Motion determina- 
of methods described herein, which may be performed by 15 tion system 30 may determine whichportion of therange data 
controller 40, for example. Operation of motion determina- 	overlaps withthe camera image, and generate therange image 
tion system 30 will now be explained with respect the FIGS. 	accordingly. A range image may be an image with pixels 
3-9. 	 corresponding to the pixels in the camera images. Each pixel 

FIG. 3 depicts a flowchart showing an exemplary method 
	

of the range image may represent a distance to the part of 
for combining inputs from camera 32 and a range detection 20 worksite 12 that is represented by the corresponding pixel in 
unit, such as LIDAR unit 34, to determine the motion of 

	
the camera image. In some embodiments, the distance may be 

machine 10. At Step 310, motion determination system 30 
	

a distance from camera 32. In order to generate this distance 
may obtain a first camera image and a second camera image 

	
from camera 32, motion determination system 30 may trans- 

of worksite 12 from camera 32. The first camera image and 
	

form the LIDAR range data by utilizing information about 
second camera image may be obtained at successive points in 25 where LIDAR unit 34 is affixed to machine 10 relative to 
time. For example, the first camera image may be obtained at 	camera 32. 
an earlier time than the second camera image. During the time 

	
At Step 340, motion determination system 30 may deter- 

that elapses between when the first camera image is taken and 
	

mine the distance from camera 32/machine 10 to the various 
when the second camera image is taken, machine 10 may be 	points of worksite 12, identified in the camera images, by 
moving. Therefore, the first camera image and the second 30 utilizing the corresponding range data. For example, motion 
camera image may differ according to the motion of machine 

	
determination system 30 may utilize information from both 

10. 	 the first camera image and the first range image to determine 
At Step 315, motion determination system 30 may obtain a 

	
first positions of various features of worksite 12 identified in 

first range data and a second range data from LIDAR unit 34. 	the first camera image. Motion determination system 30 may 
The first range data may correspond to the first camera image, 35 also utilize information from the second camera image and 
and the second range data may correspond to the second 

	
the second range image to determine second positions of 

camera image. That is, the first range data may be obtained at 	various features of worksite 12 identified in the second cam- 
the same time that the first camera image is obtained, and the 	era image. 
second range data may be obtained at the same time as the 

	
At Step 345, motion determination system 30 may deter- 

second camera image. 	 40 mine the change between the first positions and the second 
At Step 320, motion determination system 30 may identify 	positions of the features of worksite 12 relative to camera 

features in images obtained from camera 32. These features 
	

32/machine 10. For example, graph 410 in FIG. 4A illustrates 
may be detected based on various predetermined discrimina- 	a representation of camera 32/machine 10 at a position 411 
tors that include, for example, color, brightness, or other 	when motion determination system 30 obtains a first camera 
characteristics of the images. At Step 325, motion determi-  45 image. Graph 410 also illustrates a representation of camera 
nation system 30 may identify features in the first camera 

	
32/machine 10 at a position 412 when motion determination 

image that correspond to features in the second camera 	system 30 obtains a second camera image. Position 412 may 
image. In one example, for a given pixel or group of pixels in 

	
be translated and rotated compared to position 411. For 

a first camera image, motion determination system 30 may 	example, in graph 410, position 412 is translated in the posi- 
determine attribute values, such as color or brightness, of 50 tive x-direction and rotated clockwise around a z-axis as 
neighboring pixels. Motion determination system 30 may 	compared to position 411. First range data corresponding to 
then identify a pixel or group of pixels in the second camera 	the first camera image, obtained via LIDAR unit 34, is rep- 
image with a set of neighboring pixels that match or corre- 	resented by lines 413. The first range data includes informa- 
spond to those determined for the first camera image. Based 

	
tion about the first positions of various features 415 in work- 

on this identification, motion determination system 30 may 55 site 10, captured in the first camera image, wherein the first 
determine that the pixel or group of pixels in the first camera 	positions are relative to position 411 of camera 32/machine 
image and in the second camera image include corresponding 

	
10. Second range data corresponding to the second camera 

features. In various other embodiments, motion determina- 	image is represented by lines 414. The second range data 
tion system 30 may perform other methods of identifying 

	
includes information about second positions of features 415, 

features and matching features between the first camera 6o also captured inthe second camera image, wherein the second 
image and the second camera image, as known in the art. 	positions are relative to position 412 of camera 32/machine 

At Step 330, motion determination system 30 may deter- 	10. Motion determination system 30 may determine the 
mine whether machine 10 is moving. For example, if machine 	change between the distance and direction of lines 413 and 
10 moves during the time between when camera 32 captures 

	
lines 414 to determine the change between the first positions 

the first camera image and the second camera image, such 65 and the second positions of features 415. 
corresponding features may shift within the frame of one 

	
Motion determination system 30 may associate these 

image and the frame of the other. In some embodiments, if 
	

changes with angular rotations and linear translations that 
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machine 10 undergoes. At Step 347, motion determination 
system 30 may determine changes in rotational and/or trans-
lational positions of machine 10 based on the changes in 
position of the features. In some embodiments, before deter-
mining the rotations and translations of machine 10, motion s 
determination system 30 may remove outliers from the set of 
corresponding features obtained from the first and second 
camera images. Outliers may be features that do not appear to 
be consistent with the rest of the corresponding features. For 
example, the change in the location of the outlier feature from io 
the first camera image to the second camera image may 
require a different combination of rotations and translation 
than the other features. In some embodiments, motion deter-
mination system 30 may additionally take into account infor-
mation regarding camera intrinsic parameters, such as apply- 15 

ing a lens calibration that takes the camera focal length into 
account, to determine the correct rotations and translations. 

Motion determination system 30 may determine the rota-
tions and translations of machine 10 by utilizing various 
mathematical methods. A simple example involves finding a 20 
center of mass of the positions of corresponding features 
obtained from first camera image/first range image and a 
center of mass of the positions of corresponding features 
obtained from the second camera image/second range image. 
One of the sets of corresponding features may be rigidly 25 
translated such that its center of mass lies on top of the other. 
This translation may correspond to the translation of machine 
10 along x-, y-, and z-axes in worksite 12. One of the set of 
corresponding features may then be rigidly rotated such that 
the distances from features in the first camera image/first 30 
range image to features in the second camera image/second 
range image are minimized. This rotation may correspond to 
the rotation of machine 10 along the yaw, roll, and pitch 
directions. Other methods for determining the translations 
and rotations of machine 10 may be utilized. Some of these 35 
methods may take into account affine transformations, which 
include scaling and sheering parameters. 

In an alternative embodiment, motion determination sys-
tem 30 may determine the translation and rotation of machine 
10 based on the first camera image and the second camera 40 
image, and one set of range data that corresponds to either the 
first camera image or the second camera image. For example, 
motion determination system 30 may determine the relative 
change in position of features within the field of view camera 
32, as captured in the first camera image and the second 45 
camera image. Graph 420 in FIG. 4B shows features in the 
first camera image, indicated by markers 416, and features in 
the second camera image, indicated by markers 417. Corre-
sponding features of the first camera image and the second 
camera image are connected by lines 418. Motion determi- 50 
nation system may also obtain, for example, first range data 
corresponding to the first range image. First range data is 
represented by lines 419 in graph 430 in FIG. 4C. Motion 
determination system 30 may determine the translations and/ 
or rotations of machine 10 based on the changes indicated by 55 
lines 418 and the range data indicated by lines 419. 

As an example, the rotation and translation of machine 10 
may be determined using the following perspective projec-
tion model: 

60 
Tx -K(RX+t) 	 (Eq. 1) 

where: X=(XY Z) Tis the 3D position of apoint; x=(u v 1) T  are 
the homogenous pixel coordinates of the point; X is the range 
of the point; K is a 3x3 camera calibration matrix; R is a 30 
rotation matrix; and t=(t x  ty  t )T  is the translation. The camera 65 
calibration matrix, K, accounts for intrinsic parameters of the 
camera, e.g., focal length of the camera lens, and can be 

10 
eliminated by multiplying each side by its inverse. On the left 
side of Eq. 1, x'—K-lx, is a transformation into normalized 
coordinates. Below, it is assumed that all image coordinates 
are normalized, and thus the prime symbol is dropped for 
simplicity. 

The coordinate system can be defined with respect to the 
first image, and hence the rotation is the identity and transla-
tion is zero. Given image coordinates, x 1 , in frame 1, and 
known range X 1 , the 3D position of a point can be determined: 
X=X lx 1 . This position X remains unchanged in frame 2 and is 
projected into image coordinates x 2 . The equation for these 
coordinates, X,  x 1=RX+t, can be simplified as follows: 

~ V
J

-~ YZ ~X+I t 

J 	
(Eq. 

 2) 

III
I

\ 	II
II

\ 	
II\  Y 

1 	Y3 	z 

where r, is i th  the row of R. Eliminating the unknown depth, 
X2  yields: 

(

u \I  1 rt X + x (Eq. 3) 

VJ r3X+z(r2X +ty  

This equation is non-linear, but can be made linear (ignor-
ing rotation constraints for now) by multiplying through by 
the denominator: 

u(r3 X + z) - (rt X +z) 	 (Eq. 4) 
0. 

V (r3 X + z) - (YZ X + tY) 

Rotation constraints can be incorporated by using a first 
order expansion of Rodriguez formula for the rotation matrix 
R. Let Q–(Q l Q2Q,) T  represent the axis of rotation and its 
magnitude the angle. Then to first order a small rotation is 
given by: 

1 -n3 n 	 (Eq. 5 ) 

R ~ n3  1 _n 
-n2  n1 	1 

Substituting these values into the above equation and rear-
ranging, yields: 

uY -"X -Z Y -1 0 u .fZ 	X - uZ 	(Eq. 6) 

~ VY+Z -VX 	-X 0 -1 V ~~ t - ~ Y-VZ ~ ' 

Attempting to solve Eq. 6 for one point results in 2 equa-
tions and six unknowns. With at least 3 points, however, Eq. 
6 includes sufficient equations to directly solve for the rota-
tion and translation. A direct least squares solution will gen-
erate values for Q and t. An exact rotation matrix R is obtained 
from Q by using the full Rodriguez equation. If the actual 
rotation is not small, then the estimate can be refined by 
substituting X—RX, and repeating a few times. Convergence 
can be rapid. By multiplying through by the denominator, an 
image-error cost function was changed. The image-error cost 
function can be approximated by weighting each point equa-
tion with 1/Z in the least squares estimate. 
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Based on the translations and/or rotations determined at 
	

before exceeding an acceptable threshold level of error may 

	

Step 347, motion determination system 30 may determine 6 
	

depend on the magnitude of noise in the measurements of 

	

degrees of velocities of machine 10, at Step 350. For example, 	change in position. However, by utilizing key frames and 

	

motion determination system may divide the translations and 
	

obtaining successive positions by comparing successive 
rotations by the elapsed time that occurred between the cap-  5 images with a common reference image, instead of integrat- 

	

ture of the first camera image and the second camera image to 
	

ing for each position update, motion determination system 30 

	

obtain a rate of change, i.e. velocities, in the x, y, and z 	may mitigate some of the error. In fact, as long as motion 

	

directions and the yaw, roll, and pitch directions. In some 
	

determination system 30 is using the same key frame, the 

	

embodiments, motion determination system 30 may utilize 	error may be bounded by the error of the key frame. 
more than two image frames (i.e., a third image, fourth image 10 In some embodiments, motion determination system 30 

	

etc.), and average to reduce errors. Once motion determina- 	may fuse data from the VO sensor 36 (which, as discussed, 

	

tion system 30 has determined the velocities of machine 10, 	combines camera 32 and LIDAR 34 for visual odometry) 

	

controller 40 may utilize the velocities to determine the posi- 	with data from LIDAR unit 34 and IMU 38 to improve the 

	

tion of machine 10. For example, controller 40 may integrate 	accuracy and/or robustness of motion determination. For 
the velocities and add the result of the integration to a previ-  15 example, in some situations, one or more of camera 32, 

	

ous position to obtain a new position of machine 10. By 
	

LIDAR 34, and IMU 38 may exhibit errors or failures based 

	

utilizing both camera 32 and LIDAR 34, motion determina- 	on, for example, the condition of worksite 12, device operat- 

	

tion system 30 may perform an enhanced visual odometry 
	

ing parameters, and device susceptibility to noise. By utiliz- 

	

(VO), in which the depth information provided by LIDAR 34 
	

ing several sensors that provide independent information 
improves motion determination based on the camera images 20 regarding the motion of machine 10, motion determination 

	

from camera 32. For simplicity, the combination of an image 	system 30 may be able to determine the motions of machine 

	

from camera 32 and an image from LIDAR 34, used to per- 	10 by relying on the more accurate and/or more robust data, or 

	

form enhanced visual odometry, is for purposes of this dis- 	a combination of the more accurate and/or more robust data. 

	

closure referred to as a VO image. The combination of camera 
	

FIG. 6 depicts a block diagram illustrating an overview of a 
32 and LIDAR 34 that is utilized to perform visual odometry 25 method for fusing inputs from the VO sensor 36, LIDAR unit 

	

as described above is, for purposes of this disclosure, referred 
	

34, and IMU 38, according to one embodiment. As shown in 
to as the VO sensor 36 (shown in FIG. 6). 	 FIG. 6, data from camera 32 of VO sensor 36 is used for 

	

In various other embodiments, motion determination sys- 	feature detection 60. A lens calibration 61 may be performed, 

	

tem 30 may utilize key frames, as shown in FIG. 5, to deter- 	after which a feature distance 62 to the detected features may 
mine changes in position of machine 10. For example, motion so be determined by utilizing data from LIDAR unit 34. In 

	

determination system 30 may utilize camera 32 and LIDAR 
	

addition, feature tracking 63 is performed as discussed above, 

	

unit 34 to obtain a VO image that corresponds to an area 54 
	

between a first image and a second image, for example. Based 

	

within the field of view of camera 32. Motion determination 	on the determination of feature distance and feature tracking, 

	

system 30 may set this image to be a key frame image. 	a visual odometry motion determination 64 is performed. In 
Machine 10 may then move and accordingly change its posi-  35 addition, motion determination 65 may be obtained based on 

	

tion. Camera 32 and LIDAR unit 34 may capture anew image 	only data from LIDAR unit 34, and motion determination 66 

	

corresponding to an area 55 within the field of view of camera 	may be obtained based only on IMU 38. A fusion 67 of the 

	

32. Motion determination system 30 may compare the image 	motion determinations 64, 65, and 66 may generate a final 

	

of area 55 with the key frame image of area 54 to determine 	solution of the six degrees of freedom velocities 68 of 
the change in position of machine 10. Machine 10 may con-  40 machine 10. 

	

tinue to move and change positions. Camera 32 may capture 
	

FIG. 7 depicts a flowchart showing an exemplary method 

	

new successive images corresponding to areas 56, 57, and 58. 	for fusing inputs from camera 32, LIDAR unit 34, and IMU 

	

Each image may include overlap with the key frame image, 	38 to determine the motion of machine 10. At Step 710, 

	

and therefore, motion determination system 30 may deter- 	motion determination system 30 may determine an initial 
mine the successive changes in position of machine 10 rela-  45 validity of signal inputs from sensor devices including cam- 

	

tive to the key frame image of area 54. Eventually, motion 	era 32, LIDAR unit 34, and IMU 38. In some embodiments, 

	

determination system 30 may need to update the key frame 	these sensor devices may include internal error checks which 

	

image if, for example, machine 10 moves such that new 	output an error flag to motion determination system 30 when 

	

successive images no longer overlap with the original key 	an internal and/or operational malfunction in the device is 
frame image. In some embodiments, motion determination 50 occurring. For example, a device may output a measure of 

	

system 30 may set the image corresponding to area 58, which 
	

uncertainty based on various operational parameters, such as 

	

overlapped with the key frame image of area 54, to be the new 	the speed of machine 10 and/or the number of measurement 

	

key frame image 59. Subsequent successive images obtained 
	

points obtained, by utilizing a known noise model associated 

	

by camera 32 and LIDAR unit 34 may then be compared with 
	

with each device. If the uncertainty level is above a predeter- 
the new key frame image. 	 55 mined threshold, motion determination system 30 may deter- 

	

By utilizing key frame images, motion determination sys- 	mine that the device is providing, at least momentarily, an 

	

tem 30 may utilize camera 32 and LIDAR 34 to make esti- 	invalid input. In some other embodiments, one or more inputs 

	

mates of the position of machine 10 that are bounded in error, 	may be invalid while another is valid because one sensor has 

	

from key frame to key frame. This bound in error may be in 	a faster data rate than the other. For example, IMU 38 may 
contrast to determining the position of machine 10 by dead 6o have a faster data rate than camera 32 and LIDAR unit 34. In 

	

reckoning methods, in which a new position is determined 
	

such situations, the faster sensor may be valid while the slow 

	

based on a previous position and an integration of the motion 	sensor may still be obtaining its data. 

	

of machine 10. For each update in position, an integration of 
	

If, at Step 715, motion determination system 30 determines 

	

motion is performed. Because measurements of motion usu- 	that an input from only one of camera 32, LIDAR unit 34, and 
ally include noise errors, this iterative integration results in an 65 IMU 38 is valid (Step 715: YES), motion determination sys- 

	

unbounded compounding of error. In various embodiments, 	tem 30 may utilize the valid sensor input to determine the 

	

the length of time for which dead reckoning can be performed 
	

motion of machine 10 (Step 720). In some embodiments that 
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utilize only camera 32, e.g. when LIDAR unit 34 and IMU 38 
are determined invalid at Step 710, camera 32 may capture a 
first camera image and a second camera image at successive 
points in time. Motion determination system 30 may identify 
corresponding features in the first camera image and the 5  
second camera image. Based on the assumption that the ter-
rain is flat, motion determination system 30 may estimate the 
changes in position of the corresponding features relative to 
machine 10 from the first camera image and the second cam-
era image. Motion determination system 30 may then deter- 10 

mine translational and rotational velocities of machine 10 
based on the changes in position of the corresponding fea-
tures, and the time elapsed between the capture of the first 
camera image and the second camera image. For example, 15  
motion determination system 30 may divide the change in 
positions by the elapsed time. In some embodiments, if cam-
era 32 is a single camera, utilizing camera 32 without LIDAR 
unit 34 for motion determination may be suitable when 
machine is traversing flat terrain. 20 

In some other embodiments that utilize only LIDAR unit 
34, e.g., when camera 32 and IMU 38 are determined invalid 
at Step 710, when camera LIDAR unit 34 may obtain first 
range data and second range data at successive points in time. 
Each range data may represent a point cloud image of the 25 

portion of worksite 12 surrounding machine 10. Based on the 
change in the first range data and the second range data, 
motion determination system 30 may determine translational 
and rotational changes in position of machine 10. Motion 
determination system 30 may then deter mine the translational 30 

and rotational velocities of machine 10, for example, by 
dividing the translational and rotational changes by the time 
elapsed between capture of first range data and second range 
data. In some embodiments, utilizing LIDAR unit 34 without 
camera 32 for motion determination may be suitable when 35 

machine 10 is traversing terrain that is not flat. 
In some other embodiments that utilize only IMU 38, e.g., 

when camera 32 and LIDAR unit 34 are determined invalid at 
Step 710, motion determination system 30 may receive the 
acceleration of machine 10 in the x-, y-, and z-directions and 40 

the yaw, pitch, and roll directions. Motion determination sys-
tem 30 may integrate the acceleration for change in velocity, 
and then integrate the velocity for change in position. Motion 
determination system 30 may add the change in position to a 
previously determined position, to obtain the current position 45 

of machine 10. IMU 38 may be suitable for use in flat terrain 
or varying terrain. In some embodiments, IMU 38 may pro-
vide robust measurements of acceleration and velocity, but 
may include angular random walk, bias offset, and bias drift 
errors. 50 

If motion determination system 30 determines that more 
than one of inputs from camera 32, LIDAR unit 34, and IMU 
38 is valid (Step 715: NO), then the process may proceed to 
Step 723. At Step 723, motion determination system 30 may 
determine whether both camera 32 and LIDAR unit 34 are 55 

valid. If both camera 32 and LIDAR unit 34 are valid (Step 
723: YES), VO sensor 36 may be utilized for motion deter-
mination, since both inputs are available. Therefore, at Step 
725, motion determination system 30 may obtain VO sensor 
input (as described with respect to FIG. 3). At Step 730, 60 

motion determination system 30 may fuse VO sensor 36 input 
with LIDAR unit 34 input for a fused-VO input. For example, 
motion determination system 30 may fuse motion determi-
nation based on VO sensor 36, obtained at Step 725, with 
motion determination based only on LIDAR unit 34, as 65 

described with respect to Step 720 for when LIDAR unit 34 is 
the only valid input. For purposes of this disclosure, the result 

of fusing motion determination inputs from VO sensor 36 and 
LIDAR unit 34 is referred to as fused-VO motion determina-
tion or input. 

Motion determination system 30 may fuse the inputs from 
VO sensor 36 and LIDAR 34 based on various criteria. For 
example, in some embodiments, VO sensor 36 may provide 
high resolution images at a high frame rate as compared with 
LIDAR unit 34. On the other hand, LIDAR unit 34 may 
provide range data covering a wider field of view (up to 360 
degrees), thereby making LIDAR unit 34 a more robust sen-
sor. Based on various situations, VO sensor 36 or LIDAR unit 
34 may provide a more accurate or reliable measurement. 
Each sensor device may output a measure of uncertainty 
based on the conditions of measurement and the noise model 
associated with each device. Motion determination system 30 
may take a weighted average of the inputs from VO sensor 36 
and LIDAR unit 34 based on these uncertainty measures. 

In one example, because LIDAR unit 34 may have a wider 
field of view, motion determination system 30 may utilize 
LIDAR unit 34 to detect environmental motion in the scene. 
Environmental motion may be due to a portion of worksite 12 
that is not stationary with respect to machine 10, even though 
machine 10 is not moving. For example, environmental 
motion may be associated with another mobile machine on 
worksite 12. Such a machine may traverse in front of camera 
32 and take up its entire field of view, skewing the data from 
VO sensor 36. If utilizing camera-based visual odometry 
without any additional information, motion determination 
system 30 may determine that machine 10 is moving from the 
left to the right due to the fact that successive camera images 
are shifting from the right to left, for example. However, this 
determination would be incorrect, as the shift in images is in 
fact due to the other machine moving in front of machine 10, 
from the right to the left. Motion determination system 30 
may recognize the actual situation based on information from 
LIDAR unit 34. Because LIDAR unit 34 may have a wider 
field of view, LIDAR unit 34 may be able to detect the 
approach of another machine towards machine 10 before it 
enters the field of view of VO sensor 36. As a result, motion 
determination system 30 maybe able to flag the movement of 
the other machine in images captured by VO sensor 36, based 
on the information obtained by LIDAR unit 34. During peri-
ods in which environmental motion is occurring in the field of 
view of VO sensor 36, input from VO sensor 36 may be 
associated with a higher uncertainty measure than the input 
from LIDAR unit 34. During other periods, because VO sen-
sor 36 provides higher resolution and higher frame rates for a 
narrower field of view, input from VO sensor 36 may be 
associated with a lower uncertainty measure than the input 
from LIDAR unit 34. Motion determination system 30 may 
determine a motion of machine 10 by calculating a weighted 
average of the velocity determined from LIDAR 34 and from 
VO sensor 36, with the measurement associated with less 
uncertainty being weighted more. In some embodiments, the 
properties of VO sensor 36 and LIDAR unit 34 may be 
switched. VO sensor 36 may have a wider field of view while 
LIDAR unit 34 may be capable of higher resolution and 
higher frame rates for a smaller field of view, for example. 

In some situations, the resulting fused-VO input, obtained 
at Step 730, may be based only on input from VO sensor 36, 
only on input from LIDAR unit 34, or on both. For example, 
fused-VO input may be based only on VO sensor 36 when the 
uncertainty of LIDAR unit 34 is larger than an acceptable 
threshold and VO sensor 36 is within the range of acceptable 
threshold. Such a situation may occur when, for example, 
machine 10 is traversing flat terrain. LIDAR unit 34 may be 
able to detect changes in pitch and roll, but unable to detect 
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changes in yaw (heading) and translation in the x-, y-, and 
z-directions without high uncertainty since the contour in 
these directions is uniform. Therefore, the uncertainty mea-
sure associated with LIDAR unit 34 (at least for yaw, x-, y-, 
and z-directions) may be larger than an acceptable threshold 
measure. In contrast, VO sensor 36 may be able to detect 
changes in all six degrees of freedom, due to changes in color 
of the terrain, for example. VO sensor 36 may utilize range 
information to various different colors of the terrain, from 
LIDAR unit 34, to generate more accurate motion determi-
nation than if without the range information. In another 
example, fused-VO input may be based only on input from 
LIDAR unit 34 when the uncertainty of VO sensor 36 is larger 
than an acceptable threshold. Such a situation may occur 
when, for example, environmental motion crosses the field of 
view of camera 32. In another example, fused-VO input may 
be based on both inputs from VO sensor 36 and LIDAR unit 
34 when uncertainty measures for both inputs are within an 
acceptable threshold. 

In some other embodiments, motion determination system 
30 may fuse inputs from VO sensor 36 and LIDAR 34 by 
using a mathematical prediction filter, such as a Kalman filter. 
Motion determination system 30 may utilize the input from 
the less robust sensor device with the faster frame rate, e.g., 
VO sensor 36, in the propagation phase of the Kalman filter, 
and from the slower, more robust sensor, e.g., LIDAR unit 34, 
for the update phase. For example, motion determination 
system 30 may predict the velocities of machine 10 based on 
measurements from VO sensor 36 in the propagation stage, 
and update the velocities of machine 10 based on measure-
ment from LIDAR unit 34 in the update stage. 

At Step 735, motion determination system 30 may deter-
mine whether the input from IMU 38 is valid. If IMU 38 is 
invalid (Step 735: NO), motion determination system 30 may 
utilize the fused-VO input as obtained in Step 730 to deter-
mine the motion of machine 10 (Step 740). If the input from 
IMU 38 is valid (Step 735: YES), motion determination sys-
tem 30 may, at Step 745, fuse and utilize input from IMU 38 
withthe fused-VO input obtained in Step 730. Forpurposes of 
this disclosure, the result of fusing input from IMU 38 and 
fused-VO input can be referred to as a fused-VO-IMU mea-
surement. Step 745 is described in further detail with refer-
ence to FIG. 8, which shows an exemplary flowchart for 
fusing inputs from IMU 38 with fused-VO input. 

At Step 810, in FIG. 8, motion determination system 30 
may determine the error between the input from IMU 38 and 
the fused-VO input. At Step 820, motion determination sys-
tem 30 may check whether the error is less than the added 
uncertainty measures associated with input from IMU 38 and 
the fused-VO input. For the fused-VO input, the uncertainty 
measure may be the larger of the uncertainty measures asso-
ciated with the VO sensor 36 and LIDAR 34 that are fused 
together. If the error determined at Step 810 is more than the 
sum of uncertainty measures (Step 820: NO), motion deter-
mination system 30 may use the input from IMU 38, at Step 
830. Motion determination system 30 may use IMU 38 based 
on an assumption that IMU is more likely to be correct. This 
assumption may be based on the fact that the fused-VO input 
may be erroneously skewed by an environmental motion 
filling the entire field of view of camera 32 and/or LIDAR unit 
34. Otherwise, if the error is less than the added uncertainties 
(Step 820: YES), motion determination system 30 may fuse 
the input from IMU 38 with the fused-VO input (Step 840). 
Motion determination system 30 may fuse the inputs by tak-
ing a weighted average of the inputs based on the uncertainty 
measured associated with each input. 

16 
In some other embodiments, at Step 850, motion determi-

nation system 30 may fuse various inputs from IMU 38 and 
the fused-VO input, by using a Kalman filter. For example, 
motion determination system 30 may fuse measured inputs 

5 with derivative inputs. FIG. 9 depicts table 900 of exemplary 
measured inputs and derivative inputs that can be obtained 
from IMU 38 and the fusion of VO sensor 36 and LIDAR unit 
34 (labeled "Visual Odometry" in table 900). Derivative 
inputs may be inputs that are derived from measurements by 

io integrating once (I1), integrating twice (I2), or taking a 
derivative once (DI). For example, table 900 shows that IMU 
38 may generate measurement inputs of angular position for 
roll and pitch angles, angular velocity for roll, pitch, and yaw 
rates, and linear acceleration in the x-, y-, and z-directions. 

15 From these measurement inputs, IMU 38 may provide 
derived inputs of the roll, pitch, and heading angles, linear 
velocities, and linear positions, by integrating various mea-
surement inputs once or twice. Likewise, measurement inputs 
and derived inputs are obtained from visual odometry (which 

20 may be fused-VO input when both are valid, or input from VO 
sensor 36 or LIDAR unit 34 when only one is valid). With 
visual odometry, the angular velocities and the linear veloci-
ties of machine 10 may be directly measured. From these 
measurement inputs, roll, pitch, and heading angular posi- 

25 tions, linear positions in x-, y-, and z-directions, and linear 
accelerations may be derived by integration. Visual odometry 
also provides another type of measurement via use of key 
frames, as described above. Such measurements are indicated 
as "relative" measurement in Table 900, and are relative to the 

so key frames. For example, visual odometry may provide an 
angular position or a position of machine 10 after it has moved 
relative to a key frame. 

Motion determination system 30 may utilize the derived 
inputs in the propagation phase of the Kalman filter to esti- 

35 mate the angular position and/or linear position of machine 
10. However, the estimated uncertainty measure of the final 
solution may grow unbounded, with each propagation and 
estimation of the angular position and/or linear position of 
machine 10. Therefore, motion determination system 30 may 

40 utilize measurement inputs in the measurement update phase 
of the Kalman filter. The estimated uncertainty measure of the 
final solution becomes bounded to the measurement error. In 
some embodiments, when the measurement input being used 
is based on key frames, motion determination system 30 may 

45 add an additional measurement uncertainty associated with 
the key frame, at the time a key frame is updated. This uncer-
tainty is due to the key frames themselves not being refer-
enced against an absolute measure of position. 

As an example of the method based on the table in FIG. 9, 
50 motion determination system 30 may receive derived inputs 

of angular position from both IMU 38 and visual odometry. 
Both angular position from IMU 38 and angular position 
from visual odometry are derived by integrating once the 
direct measurement of angular velocity. Motion determina- 

55 tion system 30 may check to see whether the error between 
the two derived inputs is less than the sum of their uncertainty 
measures. If the error is not less than the sum, motion deter- 
mination system 30 may use the angular position as derived 
by IMU 38 in the propagation phase of a Kalman filter. If the 

60 error is less than the sum, motion determination system 30 
may fuse the angular position obtained from IMU 38 and 
from visual odometry, for example by taking a weighted 
average of the two inputs based on the associated uncertainty 
measures for the inputs. Motion determination system 30 may 

65 then use the fused angular position in the propagation phase 
of a Kalman filter. For the measurement update phase of the 
Kalman filter, motion determination system 30 may use the 
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static measurement input of angular position as provided by 
IMU 38, if machine 10 is static. If machine 10 is moving, 
motion determination system 30 may use the dynamic mea-
sure of change in angular position, relative to the key frame, 
as measured by visual odometry, for the measurement update 
phase of the Kalman filter. 

In another example, motion determination system 30 may 
fuse derived positions from IMU 38 and from visual odom-
etry, for example, by taking a weighted average. The derived 
position from IMU 38 may come from integrating twice the 
measured linear acceleration, and the derived position from 
the visual odometry may come from integrating once from the 
measured linear velocity. Motion determination system 30 
may utilize the fused position in the propagation stage of a 
Kalman filter, and then utilize the position measured relative 
to the key frame in visual odometry in the measurement 
update step of the Kalman filter. By using key frames, the 
uncertainty in the final solution is bounded by the uncertainty 
measure of the key frame, until the next key frame is utilized. 

With continued reference back to FIG. 7, motion determi-
nation system 30 may determine that the inputs from VO 
sensor 36 and LIDAR unit 34 are not valid (Step 723: NO). 
That is, only one of camera 32 and LIDAR unit 34 may be 
valid. For example, camera 32 maybe valid for certain motion 
determinations even though LIDAR 34 is not valid. At Step 
750, motion determination system 30 may check whether 
IMU 38 is valid. If IMU 38 is valid (Step 750: YES), motion 
determination system 30 may utilize IMU 38 and/or the other 
valid input, e.g., camera 32 or LIDAR unit 34, to make a 
motion determination, at Step 760. For example, motion 
determination system 30 may output motion determination 
based on the input with the lower uncertainty measure or may 
output an average that is weighted based on the uncertainty 
measures associated with each input. In one example, motion 
determination system 30 may output the measurement by 
IMU 38 as the default, unless an error between the measure-
ment by IMU 38 and by the other valid device is smaller than 
a threshold. If the error between the measurements is smaller 
than the threshold, motion determination system 30 may out-
put a weighted average of the measurements. If IMU 38 is 
invalid (Step 750: NO), motion determination system 30 may 
determine that none of the inputs, from IMU 38, camera 32, 
and LIDAR unit 34, are valid. Motion determination system 
30 may therefore output an error flag, at Step 770. 

At step 780, motion determination system 30 may deter-
mine whether to iterate the steps described above. For 
example, motion determination system may iterate the above 
steps, (Step 780: YES), as long as machine 10 is in operation. 
Motion determination system 30 may receive new inputs 
from camera 32, LIDAR unit 34, and/or IMU 38 that reflect 
updated motions of machine 10. Otherwise, (Step 780: NO), 
motion determination system 30 may choose to stop iterating 
and end motion determination. For example, motion determi-
nation system 30 may cease determining the motion of 
machine 10 when machine 10 is turned off or when an opera-
tor of machine 10 inputs a command to stop motion determi-
nation. 

According to exemplary methods described with respect to 
FIG. 7, motion determination system may fuse various inputs 
from camera 32, LIDAR unit 34, and IMU 38 to provide a 
robust determination of motion of machine 10. In a further 
embodiment, motion determination system 30 may fuse mea-
surements from IMU 38 with relative measurements from 
visual odometry, i.e. measurements based on key frames, to 
correct the biases of IMU 38. For example, IMU 38 may be 
capable of directly measuring the pitch and roll of machine 10 
under static conditions. Under static conditions, motion 

18 
determination system 30 may determine offset biases in pitch 
and roll, and correct for them. However, IMU 38 may not have 
a way to directly measure heading (yaw angle) or linear 
position, and correct for biases. FIG. 10 depicts a flowchart 

5  showing an exemplary method for correcting such IMU 
biases using visual odometry. At Step 1010, motion determi-
nation system 30 may validate the inputs from IMU 38, cam-
era 32, and LIDAR unit 34. At Step 1020, if IMU 38, camera 
32, and LIDAR unit 34 are valid, motion determination sys- 

10 tem 30 may update the IMU input by utilizing a Kalman filter. 
For example, the heading orposition of machine 10 as derived 
by IMU 38 (by integrating angular velocity once or integrat-
ing acceleration twice) may be used in the propagation phase 

15  of the Kalman filter. The measurement of heading or position 
relative to a key frame based on visual odometry, i.e. fused-
VO input, may be used in the measurement update phase of 
the Kalman filter. The final solution of the Kalman filter will 
produce a heading or position of machine 10, as well as 

20  provide a correction term for the bias of IMU 38. At Step 
1030, motion determination device may remove IMU bias 
based on the correction term. 

It will be apparent to those skilled in the art that various 
modifications and variations can be made to the disclosed 

25 motion determination system. Other embodiments will be 
apparent to those skilled in the art from consideration of the 
specification and practice of the disclosed motion determina- 
tion system. For example, the steps described need not be 
performed in the same sequence discussed or with the same 

30 degree of separation. Likewise, various steps may be omitted, 
repeated, or combined. It is intended that the specification and 
examples be considered as exemplary only, with a true scope 
being indicated by the following claims and their equivalents. 

35 	What is claimed is: 
1. A motion determination system for determining motion 

of a machine, the system comprising: 
one or more memories storing instructions; and 
one or more processors configured to execute the instruc-

40 tions to perform operations, including: 
receiving a first camera image and a second camera 

image from a camera affixed to the machine, wherein 
the first camera image is received earlier in time than 
the second camera image; 

45 	identifying corresponding features in the first camera 
image and the second camera image; 

receiving range data, wherein the range data comprises 
at least one of a first range data and a second range 
data from a range detection unit affixed to the 

50 machine, and the first range data and the second range 
data correspond to the first camera image and the 
second camera image, respectively; 

determining first positions of the corresponding features 
using the first camera image and determining second 

55 positions of the corresponding features using the sec-
ond camera image, wherein the first positions or the 
second positions are determined by also using the 
range data; 

determining a change in position of the machine based 
60 on differences between the first positions and the sec-

ond positions; and 
determining a VO-based velocity of the machine based 

on the determined change in position of the machine, 
wherein the range data comprises the first range data and 

65 the second range data, and the one or more processors 
are further configured to execute the instructions to per-
form: 
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determining a range-based velocity of the machine 
based on changes between the first range data and the 
second range data; and 

fusing the range-based velocity with the VO-based 
velocity to generate a fused-VO velocity. 

2. The system of claim 1, wherein: 
the range data includes the first range data and the second 

range data; 
the first positions are determined based on both the first 

camera image and the first range data; and 
the second positions are determined based on both the 

second camera image and the second range data. 
3. The system of claim 1, wherein the one or more proces-

sors are further configured to execute the instructions to per-
form: 

generate the fused-VO velocity based on a weighted aver-
age of the range-based velocity and the VO-based veloc-
ity, wherein the weighted average is based on uncer-
tainty measures for the range-based velocity and the 
VO-based velocity. 

4. The system of claim 1, wherein the one or more proces-
sors are further configured to execute the instructions to per-
form: 

generate the fused-VO velocity based on an output of a 
Kalman filter, by: 
utilizing the VO-based velocity in a propagation stage of 

the Kalman filter, and 
utilizing the range-based velocity in a measurement 

update stage of the Kalman filter. 
5. The system of claim 1, wherein the one or more proces-

sors are further configured to execute the instructions to per-
form: 

fusing the range-based velocity and the VO-based velocity 
based on both velocities being valid, wherein the veloci-
ties are valid when associated uncertainty measures are 
below a predetermined threshold. 

6. The system of claim 1, wherein the one or more proces-
sors are further configured to execute the instructions to per-
form: 

receiving one or more IMU measurement from an IMU 
affixed to the machine; 

determining one or more IMU-derived measurements 
derived from one or more IMU measurements; and 

fusing at least one of the IMU measurements or at least one 
of the IMU-derived measurements with either the fused-
VO velocity or a measurement derived from the fused-
VO velocity to generate a fused-VO-IMU measurement. 

7. The system of claim 6, wherein the one or more proces-
sors are further configured to execute the instructions to per-
form: 

generating the fused-VO-IMU measurement based on a 
weighted average, wherein the weighted average is 
determined based on an uncertainty measure for each 
measurement that is being fused. 

8. The system of 6, wherein: 
the fusion to generate a fused-VO-IMU measurement 

occurs when each measurement that is being fused is 
valid, wherein each measurement is valid when associ-
ated uncertainty measures are below a predetermined 
threshold. 

9. The system of claim 6, wherein the one or more proces-
sors are further configured to execute the instructions to per-
form: 

fusing one or more derived measurements with one or more 
direct measurements to output the position of the 
machine using a Kalman filter, wherein 

20 
one or more derived measurements comprises the fused-

VO-IMU measurement, 
one or more direct measurements comprises an IMU mea-

surement, the fused-VO velocity, or a relative measure- 
s 	ment based on a key frame image obtained by at least 

one of the camera and the range detection device, 
the one or more derived measurements are used in a propa-

gation phase of the Kalman filter, and 
the one or more direct measurements are used in a mea-

10 	surement update phase of the Kalman filter. 
10. The system of claim 1, wherein the one or more pro-

cessors are further configured to execute the instructions to 
perform: 

15 	correcting an IMU bias by utilizing a Kalman filter, 
wherein an IMU-derived measurement derived from an 

IMU measurement is utilized in a propagation phase 
of the Kalman filter, and 

a relative measurement based on a key frame image 
20 obtained by at least one of the camera and the range 

detection device is utilized in a measurement update 
phase of the Kalman filter. 

11. A computer-implemented method for determining 
motion of a machine, the method comprising: 

25 	receiving, by one or more computer processors, a first 
camera image and a second camera image from a camera 
affixed to the machine, wherein the first camera image is 
received earlier in time than the second camera image; 

identifying, by the one or more computer processors, cor- 
30 	responding features in the first camera image and the 

second camera image; 
receiving, by the one or more computer processors, range 

data, wherein the range data comprises a first range data 
35  and a second range data from a range detection unit 

affixed to the machine, and the first range data and the 
second range data correspond to the first camera image 
and the second camera image, respectively; 

determining first positions of the corresponding features 

40 using the first camera image and determining second 
positions of the corresponding features using the second 
camera image, wherein the first positions or the second 
positions are determined by also using the range data; 

determining, by the one or more computer processors, a 
45 	change in position of the machine based on differences 

between the first positions and the second positions; and 
determining, by the one or more computer processors, a 

VO-based velocity of the machine based on the deter-
mined change in position of the machine; 

50 	wherein the range data comprises the first range data and 
the second range data, further including: 
determining a range-based velocity of the machine 

based on changes between the first range data and the 
second range data; and 

55 	fusing the range-based velocity with the VO-based 
velocity to generate a fused-VO velocity, wherein 
the fused-VO velocity is generated based on a 

weighted average of the range-based velocity and 
the VO-based velocity, and the weighted average is 

60 	 based on uncertainty measures for the range-based 
velocity and the VO-based velocity, or 

the fused-VO velocity is generated based on an output of a 
Kalman filter, by: 
utilizing the VO-based velocity in a propagation stage of 

65 	the Kalman filter, and 
utilizing the range-based velocity in a measurement 

update stage of the Kalman filter. 
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12. The method of claim 11, wherein: 
the range data includes the first range data and the second 

range data; 
the first positions are determined based on both the first 

camera image and the first range data; and 
the second positions are determined based on both the 

second camera image and the second range data. 
13. The method of claim 11, further including: 
receiving one or more IMU measurement from an IMU 

affixed to the machine; 
determining one or more IMU-derived measurements 

derived from one or more IMU measurements; and 
fusing at least one of the IMU measurements or at least one 

of the IMU-derived measurements with either the fused-
VO velocity or a measurement derived from the fused-
VO velocity to generate a fused-VO-IMU measurement, 
wherein 

the fused-VO-IMU measurement is based on a weighted 
average, wherein the weighted average is determined 
based on an uncertainty measure for each measurement 
that is being fused. 

14. The method of claim 13, further including: 
fusing one or more derived measurements with one or more 

direct measurements to output the position of the 
machine using a Kalman filter, wherein 

one or more derived measurements comprises the fused-
VO-IMU measurement, 

one or more direct measurements comprises an IMU mea-
surement, the fused-VO velocity, or a relative measure-
ment based on a key frame image obtained by at least 
one of the camera and the range detection device, 

the one or more derived measurements are used in a propa-
gation phase of the Kalman filter, and 

the one or more direct measurements are used in a mea-
surement update phase of the Kalman filter. 

15. The method of claim 11, further including: 
correcting an IMU bias utilizing a Kalman filter, 

wherein an IMU-derived measurement derived from an 
IMU measurement is utilized in a propagation phase 
of the Kalman filter, and 

a relative measurement based on a key frame image 
obtained by at least one of the camera and the range 
detection device is utilized in a measurement update 
phase of the Kalman filter. 

16. The method of claim 11, wherein: 
the range-based velocity and the VO-based velocity are 

fused based on both velocities being valid, wherein the 
velocities are valid when associated uncertainty mea-
sures are below a predetermined threshold. 

17. The method of claim 13, wherein: 
the fusion to generate the fused-VO-IMU measurement 

occurs when each measurement that is being fused is 
valid, wherein each measurement is valid when associ-
ated uncertainty measures are below a predetermined 
threshold. 

18. A machine, comprising: 
• camera affixed to the machine; 
• range detection unit affixed to the machine; and 
• controller in communication with the camera and the 

range detection unit, configured to: 
receive a first camera image and a second camera image 

from the camera, wherein the first camera image is 
received earlier in time than the second camera image; 

22 
identify corresponding features in the first camera image 

and the second camera image; 
receive range data, wherein the range data comprises at 

least one of a first range data and a second range data 
5  from the range detection unit, and the first range data 

and the second range data corresponding to the first 
camera image and the second camera image, respec-
tively, 

determine first positions of the corresponding features 
10 	using the first camera image and determine second 

positions of the corresponding features using the sec- 
ond camera image, wherein the first positions or the 
second positions are determined by also using the 

15 	range data; 
determine a change in position of the machine based on 

differences between the first positions and the second 
positions; 

determine a VO-based velocity of the machine based on 
20 	the determined change in position of the machine; 

wherein the range data comprises the first range data and 
the second range data, and the controller is further con-
figured to: 
determine a range-based velocity of the machine based 

25 	on differences between the first range data and the 
second range data; and 

fuse the range-based velocity with the VO-based veloc- 
ity to generate a fused-VO velocity, wherein 
the fused-VO velocity is generated based on a 

30 weighted average of the range-based velocity and 
the VO-based velocity, wherein the weighted aver-
age is determined based on uncertainty measures 
for the range-based velocity and the VO-based 

35 	velocity, or 
the fused-VO velocity is generated based on an output of a 

Kalman filter, by: 
utilizing the VO-based velocity in a propagation stage of 

the Kalman filter, and 

40 	
utilizing the range-based velocity in a measurement update 

stage of the Kalman filter. 
19. The machine of claim 18, wherein: 
the range data includes the first range data and the second 

range data; 
45 	the first positions are determined based on both the first 

camera image and the first range data; and 
the second positions are determined based on both the 

second camera image and the second range data. 
20. The machine of claim 18, wherein the controller is 

So 
further configured to: 

receive one or more IMU measurement from an IMU 
affixed to the machine; 

determine one or more IMU-derived measurement derived 
from one or more IMU measurements; and 

55 
fuse an IMU measurement or an IMU-derived measure-

ment with either the fused-VO velocity or a measure-
ment derived from the fused-VO velocity to generate a 
fused-VO-IMU measurement, wherein 

the fused-VO-IMU measurement is generated based on a 
60  weighted average, and the weighted average is deter-

mined based on an uncertainty measure for each mea-
surement that is being fused. 
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